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Abstract

To ensure space flight safety, it is necessary
to monitor myriad sensor readings on the ground
and in flight. Since a space shuttle has many
sensors, monitoring data and drawing conclusions
from information contained within the data in real
time is challenging. The nature of the
information can be critical to the success of the
mission and safety of the crew and therefore,
must be processed with minimal data-processing
time. Data analysis algorithms could be used to
synthesize sensor readings and compare data
associated with normal operation with the data
obtained that contain fault patterns to draw
conclusions. Detecting abnormal operation
during early stages in the transition from safe to
unsafe operation requires a large amount of
historical data that can be categorized into
different classes (non-risk, risk). Even though the
more than 20 years of shuttle flight program has
accumulated volumes of historical data, these data
don't comprehensively represent all possible fault
patterns since fault patterns are usually unknown
before the fault occurs. This paper presents a
method that uses a similarity measure between
fuzzy clusters to detect possible faults in real
time. A clustering technique based on a fuzzy
equivalence relation is used to characterize
temporal data. Data collected during an initial
time period are separated into clusters. These
clusters are characterized by their centroids.
Clusters formed during subsequent time periods
are either merged with an existing cluster or
added to the cluster list. The resulting list of
cluster centroids, called a cluster group,
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characterizes the behavior of a particular set of
temporal data. The degree to which new clusters
formed in a subsequent time period are similar to
the cluster group is characterized by a similarity
measure, g. This method is applied to downlink
data from Columbia flights. The results show that
this technique can detect an unexpected fault that
has not been present in the training data set.

1. Introduction

Space flight safety highly relies on the fault
detection at very early stages of the normal to
fault transition period. Monitoring the sensor
readings on the ground and in flight is one of the
very important measures to fulfill such a task.
This paper presents one method to detect the
faults by using a fuzzy clustering algorithm.

Many different clustering techniques have
been used for analyzing multivariate data [1].
These methods have been applied to problems in
knowledge discovery and data mining [2,15].
The standard clustering algorithms assign each
data sample to one of many clusters in which all
samples in a particular cluster are similar in some
sense. Fuzzy clustering algorithms do not insist
that each sample must belong to only one cluster,
but rather samples can belong to more than one
cluster to varying degrees. The most well known
fuzzy clustering algorithm is the fuzzy c-means
algorithm [3] that requires that the number of
cluster centers, ¢, be given. A different clustering
approach that does not require the number of
clusters to be known beforehand is based on the
use of fuzzy equivalence relations [4, 5]. In this
method a fuzzy compatibility relation matrix, Q,



is formed in which each entry in the matrix
represents the degree to which two different
samples are close to each other. A value of 1 (on
the main diagonal) represents the degree to which
a sample is close to itself, while a value of 0
represents samples separated by the largest
possible distance in the data set. The transitive
closure of Q will induce crisp partitions of the
data (resulting in different numbers of clusters) by
choosing different «-cuts of a fuzzy set [5].
Clusters formed in this manner will be used in
this paper to characterize pattern behavior over
time of space flight data.

Fuzzy clustering can not only extract features
from raw data directly [6], but also select the
optimal feature sets or reduce the dimensionality
of obtained features [7]. Fuzzy clustering is also
playing an important role in the raw data domain
as well as in transform domains. While most of
the existing fuzzy clustering algorithms are
proposed for static data sets, it also needs to be
studied in the case of dynamic data sets. This
paper involves dynamic fuzzy data sets. It is
impossible for a single clustering criterion to
solve all the possible problems of unsupervised
classification. There are many functions of
similarity, such as maximum likelihood function
[8], maximum entropy criterion [9], minimum
volume criterion [10] and information criterion
[11], and other approaches [14,15]. This paper
will use a cluster similarity measure to detect the
onset of a risk situation in space flight data. A
similar approach has been used to detect driver
behavior patterns [12].

Assume that multi-variable space flight data
are collected for an initial amount of time, At,.
These data are clustered to form c; clusters.
During the next interval of time, At,, new data are
collected and clustered to form c; clusters. If the
sensor activity during At is similar to the sensor
activity during Af; then the c; clusters (as
specified by their centroids) will be similar to the
c; clusters. On the other hand, if the sensor
activity has changed somewhat, some of the c;
clusters will be different from the ¢; clusters.
Clusters in ¢, that are close to clusters in ¢; will
be merged with the corresponding clusters in c;.
The remaining clusters in ¢, will be added to the
¢ clusters to form a new, larger c; cluster set.
This process is continued for each successive
interval of time, Af,, with new clusters either
being merged with an existing cluster or added to
the cluster set. After a while, the resulting group
of clusters, called a cluster group, will
characterize a particular space flight pattern. This

method will allow a large amount of data
collected over a period of time to be clustered in a
manner that uses a manageable amount of data at
each clustering step.

Once a cluster group is formed, new data that
are collected during a subsequent interval of time,
At,, will form its own cluster set. In this paper we
will use a similarity measure, ¢, that will measure
the degree to which this new cluster set “fits in”
with the cluster group. By using this similarity
measure one can determine which of several
cluster groups provides the best fit for a particular
cluster set. Once the cluster group has stabilized
for a particular space flight and a new cluster
appears that is significantly different from what
has been seen before, this may indicate some type
of risk situation that would require immediate
attention.

2. Clustering Based on a Fuzzy
Equivalence Relation

This section will describe a clustering
technique in which multivariate data are used to
form a fuzzy equivalence relation matrix.
Different a-cuts of this fuzzy set will produce a
different number of clusters of the original data.
Given a data set {(x;s,....X1p)s.... (X1, Xup)} With

M, = max x.

ko jeony ik
samples over a p-dimensional feature space, P, a
fuzzy compatibility relation matrix Q with

m, = min _Xx.
ke, ny Ik
dimension 7 x n is computed. Define M) and m;
as the maximum and minimum data point xj for

each feature kin P as
and

Define the i,j-th entry in Q as

to form the fuzzy compatibility relation matrix Q.
Each ¢, represents the degree to which data point
x; is close to data point x;. The distance measure
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in Eq. (1) will be the Hamming distance for s = 1
and the Euclidean distance for s = 2. In our
experiments we will use a value of s = 1.

The ma@ixis symmetric and reflexive.
However, the generalization of transitivity to
fuzzy relations is not unique [5]. One common

O(x,2) = %min[g(x, 1,00, ]



definition is to say that a fuzzy relation Q is
transitive if and only if

and weight vectors W,, = { W1, ..., Want and Wy,

= {Wps, ..., Wy} given, without loss of generality,
by

The right-hand side of this inequality

represents the composition of relation Q with
itself, O ° Q0. The following algorithm can
compute the transitive closure, T, of Q.

Transitive Closure:
do
r -0
0= T' OT';
while(Q = T')
T = T'

From the transitive closure matrix 7' with
elements #;, a collection of clusters, C, is formed

Vi,jECk,tl-j =

for a specific membership degree a. Set C,&C
such that

forms a fuzzy equivalence class. Define a fuzzy
equivalence cluster W; by {(x,,1,....xwp) | w € Cil.

Multiple Cluster Sets

Define the centroid, a;, of cluster W; by

1

a =7 _ X
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where |C;| denotes the cardinality of cluster set C;.
Let 4, = {a;, ..., a,} be the set of fuzzy cluster
centroids resulting from data collected during a
time interval, A¢; and B, = {b;, ..., by} be a
second set of fuzzy cluster centroids resulting

max = max max Xx .
Ak jec, Tk
i
from data collected during a time interval, Az,
where k2 > kI with accumulative maximums and
minimums for each feature, max,, maxg,, miny,

and mingy, where, without loss of generality,
and

min =min min Xx .

Waa = {Wai‘wai = ‘Ci‘}
Define r; as the global range,

" = max(maXA i

Form the fuzzy relation matrix, Z, by

s
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where p is the dimension of the feature space and

s = 1 for a Hamming distance or s = 2 for a

Euclidean distance. Form the projections

A
p; = mlax Zjj 3)
and
B
Merging Cluster Sets

Using the centroid relation matrix, Z, and p,-B, a
new collection of clusters N;,; is constructed with
threshold, . For all p/ > B, a; is replaced as
follows,

W, -a ; +Wbib

aj” [ B

Zjj = P; (%)

Accordingly, w,; is updated with wy; + w,;.
Finally, form

Nyl = i

for a new collection of clusters representing time-
series Aty and Afy,. This method is repeated for
each successive time interval, Az.
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Cluster Similarity Measure

Let A, be the set of clusters formed by adding and
merging cluster sets over a number of time
intervals. Let B, be the cluster set during a new
time interval, Az,. A fuzzy relation matrix Z can

,maka) - min(minAk,mian)

2)



be computed from Eq. (2) and the projection p,” is
given by Eq. (4). The similarity measure ¢, is
defined as the degree to which cluster set B, is
similar to cluster set 4, as

¢=—3 po? ©

This clustering method based on a fuzzy
equivalence relation will be used in the following
section to detect the onset of a risk situation in
space flight data.

3. Test Results

The space shuttle program has accumulated a
significant amount of data from past flights. To
detect an abnormal status, we used Columbia
shuttle data as input. The data are 18 sensor
readings from the left wing. To test the fuzzy
clustering method described in Section 2 for fault
detection on the shuttle flight, we selected sample
data from space shuttle STS107 that included the
time period where we expected the onset of an
abnormal status. Our goal of the experiments is
to determine whether the algorithm properly
detect new cluster in the time interval of the
failure. The data samples were divided into six
separate files labeled 1 — 6 in increasing time
sequence. The results of the clustering
experiment are summarized in Table 1.

Table 1 Results of clustering space flight
data (0.=0.8,p =0.8)
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1100 1 |1 1 100
2100 [ 1 2] (1.2 1 | 200
31100 1 [3] (123 | 1 300
4100 | 1 | 4] (123).4 | 2 | 300/100
588 | 1 | 5] (1,23, | 2 |300/188
4.5)
620 | I | 6] (1.23), | 2 | 300217
(4,5,6)

File number 1 contained 100 samples. Using
these samples a 100 x 100 fuzzy compatibility
relation matrix Q is computed using Eq. (1). A
corresponding fuzzy equivalence relation is found

by computing the transitive closure of Q using the
algorithm described in Section 2. An alpha cut,
= 0.8, results in a single cluster as indicated in
Table 1.

The 100 samples in file number 2 are
processed in the same way and also result in a
single cluster with a somewhat different centroid
from cluster 1 from file number 1. The merging
operation described by Eqs. (5) and (6) is then
carried out with a value of = 0.8. In this case
clusters 1 and 2 are similar enough to be merged
as indicated in the second row of Table 1.

The same clustering and merging operations
are then applied to the 100 samples in file number
3. These 100 samples form a single cluster (3)
that is merged with the existing cluster (1,2) to
form a single merged cluster (1,2,3).

When the same clustering and merging
operations (with o = 0.8 and § = 0.8) are applied
to the 100 samples in file number 4 a single
cluster (4) is created, but it is not similar enough
to the existing cluster (1,2,3) to be merged. It
therefore starts a new cluster labeled 4.

Files number 5 and 6 each form a single
cluster that are merged to the 4 cluster to
eventually create the second cluster (4,5,6) as
indicated in the last row of Table 1.

When the total data set was reviewed after
creating these clusters it was found that the
creating of the second merged cluster in file
number 4 corresponded to the first indication of
trouble in the space flight data, which is the time
when one large piece and at least two small pieces
of insulating foams separated from external tank
left bipod ramp area [16]. Table 2 shows the time
of those events.

Table 2. The time whemsulating foams
separated from the External Tank

Time
from 0 81.7second | 81.9second
Launch
1 large, 2 Foam Struck
Events | Launch | small foam | left wing
separation

This suggests that this clustering method
could be useful for the early detection of potential
problems. This is 17 days before the accident
happened when the Columbia space shuttle re-
entry. By clustering and merging temporal multi-
dimensional data in real time, the creation of new



clusters may indicate a significant change in
nominal operating conditions.

4. Conclusion

In this paper we have shown how clustering
based on a fuzzy equivalence relation can be used
to detect changes from normal operating
conditions in space flight data. One advantage of
the method is that large amounts of data that are
arriving in real time can be absorbed by clustering
small segments of data and merging the clusters
into cluster groups that characterize a particular
time sequence. A similarity measure, ¢, measures
how closely a new cluster set matches (fits into) a
larger cluster group. This can be used to
determine if the new cluster set belongs to a
particular cluster group. The individual
components of the fuzzy projection used to
calculate g can be used to indicate when a new
cluster that is different from existing clusters
appears unexpectedly. This could indicate a
potential problem associated with the space flight
data.
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